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**1 Introduction**

In this project, we study the classical regression problem – the Iris dataset, with the methods introduced in ISYE6420 Bayesian Statistics. This dataset consists of 150 observations with 4 features each, and 3 target species – setosa, versicolor, virginica.

We are going to compare the performance between linear model and naive bayes methods like Gaussian Naive Bayes, and Multinomial Naive Bayes.

By using Naïve Bayes method, we have the naïve conditional independence assumption that

**2 Experiment**

Logistic Regression: We use L2 regularization

Gaussian Naive Bayes: the likelihood of the features is assumed to be Gaussian[1]

Support Vector Classifier: We use linear kernel for our support vector classifier.

Using the scikit-learn library, we have the following result:

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Model | Logistic Regression | Gaussian Naive Bayes | Multinomial Naive Bayes | Support Vector Classifier |
| Accuracy | 96.00% | 98.67% | 97.33% | 98.67% |

**3 Discussion**

From the result we can see that Naïve Bayes methods provide a better distribution comparing with logistic regression. But from the study[2], we can see that logistic regression (discriminative model) performs better than Naïve Bayes (generative model) when the training size reaches infinity. However, naïve bayes is much faster (O(log n)) than logistic regression (O(n)). But we need to keep in mind that Naïve Bayes assumes the attributes are conditionally independent. Also, we can see that support vector machine gives a solid performance on this task. Though most of the times, it is more suitable for high dimensional data. Gaussian Naive Bayes classifier gives a better performance than Multinomial Naive Bayes classifier, since the latter one is more suitable for classification with discrete features.
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